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Abstract

In the context of accelerated digitalization and the expansion of the use of artificial intelligence
(hereinafter — Al) in critical sectors, the importance of forming effective Al management models
focused on ensuring the sustainability of national security is increasing. The purpose of this study is
to analyze the risk-based approach to artificial intelligence management in Singapore and assess its
contribution to strengthening national security resilience in the period 2020-2025. The methodological
basis of the study was a qualitative analysis of regulatory and strategic documents, comparative
institutional analysis, as well as thematic coding of Al management tools from the perspective of risk-
based regulation theory. The results of the study show that Singapore's Al management model is based
on a combination of "soft" regulation, technical verification, and intersectoral collaboration, which
minimizes the risks associated with cyber threats, vulnerability of critical infrastructure, and reduced
public trust, without limiting innovation activity. In 2023-2024, the level of Al adoption among small
and medium—sized enterprises increased by more than three times, and among large companies - by
more than 18 percentage points. The share of employees using Al tools in their professional activities
has reached almost 74%, which indicates the deep integration of Al into socio-economic processes.
The practical significance of the work lies in the possibility of adapting the Singapore model in the
development of national Al management systems in countries with a high degree of digitalization,

including Kazakhstan..
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Tyitin

Kenen mmdpnanapipy xoHe xacauapl MHTEIUICKTTIH (OymaH api — XKM) KpuTHKanblK MaHbBI3BL Oap
CeKTopyapaa KeHIHEH KOJJAHBUTYHI JKaFJalbIHIa YJITTHIK KayilCi3iKTiH OPHBIKTBUIBIFBIH KaMTaMachl3
eryre OarprrtasiFad KU tuimai 6ackapy MoaenbIepiH KalbIITACTHIPYABIH MaHBI3IBIIBIFEI apTa TYCYAE.
Ocrl 3epTTeyaAin MakcaTsl — CHHTaIypAa jKacaHIsl HHTEIUICKTTI OacKapyAbIH ToyeKenre OarmapiaHFaH
TOCUTIH Tanzaay xoHe oHBIH 2020-2025 >0K. apallbIFBIHAA YITTHIK KayIiICi3AiK OPHBIKTBUIBIFBIH HEIFANTYFa
KOCKaH yJjeciH Oaramay. 3epTTeyaiH oliCHaMalbIK HETi3iH HOPMAaTHUBTIK-CTPATEIMSUIBIK KYXKAaTTapIibl
camaiblK Tajjay, CaJbICTHIpMalibl WHCTUTYLHMOHAIABIK Tajjay, COHAal-ak Toyekesre OarmapiiaHraH
peTTey TEOpHSIChI TYPFBICBIHAH KacaH bl MHTEIUIEKTTI 0acKapy KypasiapblH TaKbIPBIIITHIK KOJATAY KYPazbl.
3eprrey HoTikenepi CHHramyppaarbl JKacaHIbl HHTEIUIEKTTI Oackapy MOJENI <OKYMCak» peTTeyi,
TEXHUKAIBIK BEpUUKAIMSIHB JKOHE CEKTOpJlap apachlHAAFbl e3apa  IC-KUMBUIIABI  YINTACTHIpyFa
HETi37eNTeHIH KopceTedi. bys Tocinm WHHOBanUsIIBIK OEJICEHIITIKTI MEeKTeMeHd, KuOepKayilTepMeH,
KPUTHKAJBIK MHQPAKYPBUIBIMHBIH OCAJIABIKTAPBIMEH JKOHE KOFaMIBIK CEHIMHIH TeMeHIeyiMeH
OailylaHbICTBl ToyeKeJAepai OapbIHIIa a3aiiTyra MYMKIHAIK Oepeni. 2023-2024 oK. IIAFbIH XKSHE OpTa
KOCIMOpBIHAAp apachlHAa >KacaHAbl MHTEJUICKTTI €Hri3y JeHredi yml eceJeH acTaM ecTi, an ipi
KOMIIaHMsIap apachlHaa Oy Kepcerkim 18 maibI3iblK IMyHKTTEH actaM aprTThl. KociOu KbI3MeTiHze
»KacaH/Ibl MHTEJUICKT KypaJliapblH NalaJaHaThlH KbI3METKEpIIEpiH yieci maMamer 74%-ra xxerin, XKU-
IIiH QJIEyMETTIK-DKOHOMHUKAJBIK VAepicTepre TepeH WHTETpalisUlaHFaHBIH [osenneiini. JKyMbIcTeIH
MIPAaKTHUKAJIBIK MaHBI3IBLIBIFBI JKOFaphl U(PIAaHABIPY ACHIeHiHe ne ennepae, consly imiane Kasakcranaa,
YITTHIK JKaCaHIbl HHTEIUIEKTTI OacKapy JKyiemnepiH o3ipiiey OapbIChIH/Ia CHHTAITY PIIBIK MOACTB I OeiliMaey

MYMKIHJITiHIe KOpiHic TabaIbl..

Tyiiin ce3mep: >kacaHIpl WHTEIUICKT, YITTHIK KAYINCI3OIK, PETTey, aKbUIABl TEXHOJOTHSIIAP,
QJIEYMETTIK TYPAKTBUIBIK, JIEyMETTIK ceHiM, CHHTaITyp
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'Vuusepcumem Typan, Anmamul, Kazaxcman

Jos nurupoBanusi: Azaroexosa A., Cepuxbaea 3., Heimran6aes H.(2025). MckyccTBeHHBIH HHTEIIIEKT
Kak (aKTop YKpeIUIeHHWs YCTOHYMBOCTH HAIMOHAJNBHON Oe3omacHocTh: ombiT CuHrammypa. Kaitaap
KYpHaJ COIMANBHBIX HayK, 4(4), 64P-81, https://doi.org/10.58732/2958-7212-2025-4-64-81

AHHOTAUA

B ycnoBusx yCKOpeHHOH UG POBU3AIMN U PaCIIUPEHISI TPIMEHEHIS HCKyCcCTBEHHOTO nHTemekTa (M)
B KPHUTHYECKH BaKHBIX CEKTOpaX BO3pAacTaeT 3HAYMMOCTH (QOpMHPOBaHUS S(H(HEKTUBHBIX MoOIeNei
YOpaBICHUS HMCKYCCTBEHHBIM HHTEIUIEKTOM (maimee — II), opueHTHpOBaHHBIX Ha oOecrieueHHe
YCTOWYMBOCTH HAalMOHAIIBHOIM Oe3omacHOCTH. Llenbio 1aHHOTO MCCIENOBaHMS SIBJISICTCS aHAJIU3 PHUCK-
OPUEHTHUPOBAHHOTO MOAXOJa K YNPaBIEHUIO UCKYCCTBEHHBIM HHTEIEKTOM B CHHramype U OLEHKa ero
BKJaJa B YKpEIUICHWE YCTOWYMBOCTH HalMOHAILHOM Oe3omacHoct B mepuox 2020-2025 rr.
MeTononoruueckoil OCHOBOM HUCCIENOBaHMS MOCIYXHJIM KAueCTBEHHBIH aHAlU3 HOPMATUBHO-
CTpaTerNIeCcKuX IAOKYMEHTOB, CPAaBHUTEIBHHBIN WHCTUTYLIHMOHAIBHBIA aHANHM3, a TaKKe TEMaTHIEeCKOe
KOAWPOBAaHHE WHCTPYMEHTOB ympaBieHus WM ¢ mo3umuid TEOpUH  PHCK-OPHUEHTHPOBAHHOTO
perynupoBaHus. Pe3ynbTaTsl HCCIIeAOBAaHMS MOKA3hIBAIOT, YTO CHHTAIypCKas Mojenb ympaeierus MU
OCHOBaHa Ha COYETAHUM «MSTKOT0» PETYJIMPOBAHMUS, TEXHUYECKOH BEepHU(DUKAIIMN U MEKCEKTOPAJIbHOTO
B3aUMOJICHCTBUS, YTO MO3BOJSIET MUHUMHU3UPOBATh PUCKH, CBSI3aHHBIC C KMOEPYrpO3aMH, YSI3BUMOCTBIO
KPUTHUYECKON WMH(PAcTpyKTypbl ¥ CHIKEHHEM OOIIECTBEHHOTO JOBepus, 0Oe3 OrpaHHYeHHs
MHHOBAIlMOHHON akTuBHOCTH. B 2023-2024 rr. ypoBenb BHeapenus MU cpenu manblx U cpemHHX
MIPEATIPUATHI YBETUIHIICS O0Jiee YeM B TPHU pasa, a Cpead KPYIMHBIX KOMIIaHuH — OoJiee yeM Ha 18 1.
Hons pabotHuKoB, ucnonb3yommx WW-MHCTpYMEHTH B PO(PECCHOHANBHONW AEATEIFHOCTH, JOCTHIIIA
moutH 74%, 9TO CBHUAETENBCTBYET O TIyO0KO0il nHTEerpanuu N B cormanbHO-3KOHOMUYECKHE TPOIIECCHI.
[IpakTndeckas 3HAYMMOCTH PabOTHI COCTOMT B BO3MOXKHOCTH AQJalTAllMHd CHHTAIypPCKOH MOJENTH TpH
pa3paboTke HaUMOHAIBHBIX cucTeM ynpasieHus VM B cTpaHax ¢ BBICOKOHM CTENEHbIO I(poBU3aLNY,
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Introduction

Modern national security architectures are changing due to the quick global spread
of artificial intelligence (hereinafter — Al) in public administration, cybersecurity, and
defense. States are increasingly integrating algorithmic systems into fundamental security
and governance functions to use Al for threat detection, intelligence analysis, cyber
defense operations, and data-driven public service delivery. The way governments now
present Al as a strategic asset for security and geopolitical competitiveness is highlighted
by comparative studies of national Al strategies (Radu, 2021; Yerlikaya & Erzurumlu,
2021). Al is also becoming a more significant source of vulnerability. Research on Al for
national security (e.g., financial networks, transportation, and energy grids) highlights
the “predictability problem” and the emergence of new risk vectors, such as Al-driven
cyberattacks, automation-enhanced disinformation, and cascading failures in critical
infrastructure systems (Taddeo et al., 2022). Al's dual role as a security enabler and a
source of intricate, systemic risks complicates conventional risk-management strategies
and calls for more precise, risk-sensitive governance tools (Al-Hawawreh et al., 2024).
Between 2020 and 2025, national strategies and governance frameworks for Al in
security and defense have become a significant topic of discussion in academic and policy
circles. Because it has created a risk-based, innovation-friendly vision of Al governance
and begun to apply this logic to security-related fields, Singapore stands out in this
broader global discourse. Thus, analyzing Singapore's approach from 2020 to 2025 offers
a targeted lens through which small, highly digitalized states try to strike a balance
between national security objectives and responsible Al governance.

A growing body of scholarship on Al governance and ethics, risk-based regulation,
and Al and national security demonstrates the relevance of several strands to current
debates about Al and security (Liitge & Uhl, 2021; Wirtz et al., 2022). More practitioner-
oriented, Floridi et al. (2022) published a procedure called cap Al for assessing an Al
system’s conformity, which aims to serve companies as a governance tool to assess
technologies in terms of legal compliance, ethical soundness, and technical robustness.
Scholars even remark that Al ethics researchers have previously placed too much focus
on the ‘what’ instead of the ‘how’ (Morley et al., 2021). However, most analyses focus
on the EU, the United States, and China, and provide little examination of Singapore as
a state that uses risk-based Al governance as an explicit national-security tool (Bernd et
al., 2020).

The accelerating adoption of artificial intelligence in critical sectors has prompted
growing scholarly and policy interest in governance frameworks that can mitigate Al-
related risks while preserving the benefits of innovation (Bartneck et al., 2021; Kriebitz
et al., 2022). In this context, risk-based governance combining ethical principles,
institutional oversight, technical assurance, and sectoral adaptation is increasingly seen
as essential for national security and systemic resilience. This literature review surveys
foundational and recent works on Al governance globally and in Singapore, analyzes
their contributions, and identifies research gaps that this article aims to address.

The broad debate around Al governance has generated a variety of frameworks and
models aimed at embedding ethics, accountability, and risk management into Al
deployment (Allahrakha, 2024). A recent systematic review of the Al governance
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literature highlights that governance efforts typically address who governs, what
elements are governed, when in the Al lifecycle governance occurs, and how it is
implemented (Cheng & Zeng, 2022; Cohen & Suzor, 2024).

More technical and standards-oriented perspectives argue that governance must not
remain at the level of principles alone. For example, a proposed “roadmap to society’s
trust” suggests that responsible Al systems should be anchored in four interlinked
dimensions: regulatory context; trustworthy AI technologies and standardization;
auditability and accountability; and governance processes, thereby ensuring holistic
oversight across technical, social, and institutional domains. Moreover, recent
scholarship calls for harmonization between international standards and national/regional
regulatory contexts. For instance, a 2025 study proposes a “Comparative Risk-Impact
Framework” that aligns ISO Al standards with diverse regulatory environments,
underscoring the importance of context-aware standardization and risk management.

These global and conceptual works provide a theoretical and normative foundation:
robust Al governance should combine ethical principles, enforceable standards, technical
assurance, and institutional accountability. However, they also underscore a challenge:
governance frameworks that are too abstract risk remaining symbolic, while overly
technical ones may lack social or institutional legitimacy. This tension motivates
empirical and context-specific studies, such as governance implementation in particular
states. This article assesses how Singapore’s risk-based approach to Al governance
contributed to national security resilience between 2020 and 2025. The object of the study
is Singapore’s national security strategy in the context of accelerated digitalisation and
the expanding role of artificial intelligence. The subject is the set of Singapore’s risk-
based Al governance instruments and their function in reinforcing national security
resilience.

The study pursues four objectives: (1) to conceptualise the linkages between Al
governance, risk-based regulation, and national security; (2) to map Singapore’s key Al
governance initiatives from 2020 to 2025; (3) to analyse how these instruments
operationalise a risk-based regulatory logic; and (4) to examine their alignment with
Singapore’s broader security and defence strategies.

Methodologically, the study employs qualitative document analysis, comparative
assessment, and analytical synthesis, drawing on governance theory, risk-regulation
concepts, and national-security resilience frameworks. The working hypothesis is that
Singapore’s risk-based Al governance contributes to national security primarily by
strengthening digital resilience, institutional trust, and public—private coordination, rather
than through rigid regulatory control.

A pioneering example of national-level Al governance is provided by the Model
Al Governance Framework, developed by the IMDA and the Personal Data Protection
Commission (hereinafter — PDPC). The first edition was released in January 2019; its
second edition followed on 21 January 2020. The 2020 revision refined the 2019 edition
by strengthening the implementability of the guidelines: it emphasizes internal
governance structures, clear accountability, data governance, risk-based operational
measures (such as bias mitigation, robustness, reproducibility), and stakeholder
communication. Importantly, the Model Framework is technology and sector-agnostic,
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allowing it to complement but not replace sectoral/regulatory requirements when
appropriate.

To help organizations operationalise the Model Framework, the PDPC/IMDA
published complementary documents: an Implementation and Self-Assessment Guide for
Organisations (ISAGO), a Compendium of Use Cases, and a “Guide to Job Redesign in
the Age of AL.” These support practical alignment with the Framework across different
contexts. Through these measures, Singapore moved from abstract Al ethics toward a
living governance ecosystem, one that offers concrete, actionable practices for
organisations deploying Al.

Recognising that principles and guidelines alone may be insufficient, especially for
high-risk or sensitive Al applications, Singapore’s governance architecture includes a
technical verification layer: Al Verify. First released in May 2022, Al Verity is described
as “the world’s first AI governance testing framework and toolkit”, combining technical
tests and process-based checks to assess compliance with 11 governance principles:
transparency, explainability, reproducibility/robustness, safety, security, fairness, data
governance, accountability, human agency and oversight, inclusive growth, and
societal/environmental well-being.

By providing objective, reproducible testing and governance reports, Al Verify
helps organisations demonstrate that their Al deployments align with their claimed
principles, enabling transparency and accountability in practice. As Al technology
evolved, especially with the rise of generative models, Singapore updated its governance
approach. In January 2024, the Al Verify Foundation, together with IMDA, proposed a
Model AI Governance Framework for Generative Al (MGF-GenAl) to extend
governance coverage to the unique risks posed by generative Al This evolution
illustrates Singapore’s adaptive, risk-based approach: governance is not static but
dynamically updated to respond to technological developments and emerging risks.

Despite these advancements, academic and policy literature cautions against over-
reliance on principles or voluntary frameworks. The 2025 systematic review of Al
governance frameworks finds that while many frameworks exist, they vary widely in
scope, coverage, and enforceability; there is no consensus on which combination of
principles, tools, and processes constitutes “good governance”. Moreover, the “roadmap
to trustworthy AI” approach argues that technical and institutional mechanisms of
regulation, standardization, and auditability must operate together, but notes that many
existing practices remain fragmented or voluntary.

In a global comparison, a 2025 study that aligns ISO Al standards with multiple
national regulatory frameworks finds that voluntary standards often lack enforcement
mechanisms and may fail to address region-specific risks, such as data privacy, social
context, or national security. This underscores a core critique: voluntary or principle-only
governance may be insufficient for high-stakes Al applications, especially where national
security or critical infrastructure is involved. For Singapore specifically, publicly
available reports and documentation do not appear to offer systematic, empirical
evaluations of how widely and effectively organisations adopt the Model Framework or
Al Verify. There is limited academic research assessing whether the use of Al Verify
correlates with a lower incidence of bias, security breaches, or other Al-related harms in
critical sectors. This gap complicates assertions about the real-world effectiveness of
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Singapore’s governance approach. Finally, while frameworks like MGF-GenAlI attempt
to anticipate new risks, the dynamic, evolving nature of Al rapid innovation, cross-border
deployment, and supply-chain dependencies may outpace governance updates, leaving
unforeseen vulnerabilities, especially in national-security relevant domains.

Materials and Methods

This study investigates how Singapore’s national security is reinforced through a
risk-based model of artificial intelligence governance between 2020 and 2025. The
methodological design was developed to capture both the structural components of
Singapore’s governance system and the mechanisms through which Al-related risks are
classified, mitigated, and incorporated into broader national security strategies. The
research is grounded in the assumption that the systematic deployment of regulatory and
technical assurance instruments contributes to reducing technological vulnerabilities,
strengthening critical infrastructure resilience, and reinforcing institutional
accountability. At the same time, the study explicitly acknowledges several challenges,
including regulatory gaps associated with rapidly evolving Al capabilities, partial
reliance on private-sector compliance, and persistent tensions among innovation, ethical
governance, and security imperatives. To address the complexity of these dynamics, the
research was structured into several sequential stages. Each stage applied distinct
analytical procedures and methodological approaches, allowing for a comprehensive and
multi-layered examination of Singapore’s Al governance model and its security
implications.

Stage 1. Systematic literature review and conceptual grounding

The first stage consisted of a structured and systematic examination of academic and
policy literature related to Al governance, risk management, and national security. The
primary objective of this stage was to identify existing conceptual frameworks, establish
the theoretical foundations of the study, and assess the relevance of international research
to Singapore’s governance model.

The literature search focused on peer-reviewed journal articles, government
publications, and policy analyses that addressed four core thematic areas: (1) risk-based
approaches to Al management; (2) governance mechanisms for high-risk Al applications;
(3) the interaction between Al systems and national security; (4) models of digital and
institutional resilience in technologically advanced states.

Sources were identified using major academic databases, including Scopus, Web of
Science, and SSRN. These databases were selected for their high coverage of peer-
reviewed research in technology governance, security studies, and public policy. In
addition, materials from authoritative international organizations such as the
Organization for Economic Cooperation and Development (hereinafter — OECD) and
institutions of the European Union were included to ensure alignment with global
regulatory standards.

To ensure both relevance and currency, the review covered publications issued
between 2019 and 2024, a period that corresponds to the consolidation of risk-based
regulatory models and the global acceleration of Al deployment. Keywords used for the
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literature search included combinations of the following terms: Al governance, risk-
based regulation, national security, digital resilience, AI assurance, algorithmic
accountability, and critical infrastructure protection. This stage also included a
comparative review of international regulatory frameworks, most notably the OECD Al
Principles and the European Union’s risk-tiered AI regulatory approach. These
frameworks were used as reference points to assess the normative positioning of
Singapore’s governance model within global discourse. Through this comparison, the
study identified key governance dimensions that informed subsequent analysis.

Based on the insights extracted from the literature, three analytical dimensions were
formulated and used consistently throughout the study: (1) governance tools and
regulatory instruments; (2) risk classification logic and mitigation strategies; (3) the
institutional and strategic links between Al governance and national security outcomes.
These dimensions enabled the development of a coherent conceptual framework for
analyzing how Singapore integrates security considerations into civil sector Al
regulation.

Stage 2. Collection and selection of primary and secondary data

The second stage involved the systematic collection of documentary materials that
are central to understanding Singapore’s Al governance architecture. This stage relied
primarily on document-based qualitative research, which is well-suited for policy-
oriented and institutional analyses of governance systems. The primary sources
comprised official national strategies, regulatory frameworks, and technical assurance
documents issued by Singapore’s public authorities. These included: The National Al
Strategy (2019); The National AI Strategy 2.0 (2023); The Model Al Governance
Framework (Second Edition, 2020); The Model Framework for Generative Al (2024);
Official Al Verify documentation and technical guidelines; Sector-specific regulatory
guidelines issued by the Monetary Authority of Singapore (MAS), including the FEAT
and FAIR principles and the Veritas toolkit.

These materials were selected because they collectively define Singapore’s national
approach to Al governance, its classification of Al-related risks, procedural safeguards,
and the allocation of institutional responsibilities. The documents also provide empirical
evidence of how security-relevant principles such as robustness, accountability, and
operational reliability are embedded into regulatory practice. Secondary sources included
analytical publications by international organisations, policy think tanks, and academic
research centres that examine Singapore’s digital governance model in the broader
context of global regulatory trends. These sources were used to contextualise national
policy decisions within comparative governance debates and to identify areas of
convergence or divergence between Singapore and other jurisdictions.

All sources were screened using three key criteria: (1) direct relevance to Al risk
governance or national security; (2) institutional credibility of the issuing body; (3)
analytical depth and empirical grounding. This rigorous screening ensured that the dataset
remained focused, reliable, and aligned with the study's objectives.

Stage 3. Qualitative document analysis and thematic coding
The third stage consisted of a detailed qualitative analysis of the collected documents
using a structured thematic coding approach. This stage was designed to extract
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governance-relevant content, identify regulatory patterns, and assess how security
principles are operationalised across policy instruments. The analysis proceeded in
several sequential steps. First, all policy documents and regulatory frameworks
underwent close reading, during which key governance elements, including regulatory
mandates, oversight mechanisms, enforcement tools, and security-related provisions,
were manually identified and extracted. Second, a manual coding scheme was developed
based on the three analytical dimensions identified in Stage 1. This coding scheme was
structured around the following thematic categories: Al-related risks identified by
policymakers; sector-specific and cross-sectoral risk mitigation instruments; institutional
responsibilities and interagency coordination mechanisms; explicit references linking Al
governance to digital defence and national security objectives; and procedural
frameworks for testing, verification, and technical assurance. Third, an iterative coding
process was applied to the documents. This involved multiple rounds of coding to refine
analytical categories, identify patterns of consistency or divergence, and detect gaps
between formal regulatory intentions and practical enforcement mechanisms.Through
this process, the study reconstructed how Singapore operationalises principles of
responsible, safe, and secure Al across different regulatory layers. The thematic analysis
also made it possible to trace how technical assurance mechanisms such as Al Verify
function as bridges between high-level governance principles and real-world system
deployment.

Stage 4. Comparative and integrative analysis

The fourth stage employed comparative analysis to evaluate Singapore’s Al
governance model against both internal and international reference points. This dual
comparative design was essential for identifying the internal coherence of Singapore’s
regulatory system as well as its positioning within global governance trends. Internally,
the study compared high-level strategic documents such as the National Al Strategy 2.0
with sector-specific regulatory frameworks and technical assurance mechanisms. This
comparison examined how abstract governance principles are translated into operational
tools within different sectors, especially finance and public services. Special attention
was given to how MAS guidelines interact with national-level strategies and how Al
Verify complements sectoral regulation.

This internal comparison revealed the structure of Singapore’s so-called “risk to
resilience” governance pipeline, demonstrating how risk identification, regulatory
classification, assurance testing, and institutional oversight function as mutually
reinforcing components. Externally, Singapore’s model was compared with international
frameworks, particularly the OECD Al Principles and the EU’s risk-based regulatory
approach. This international comparison allowed the identification of key areas of
regulatory convergence, such as transparency and accountability requirements, as well as
areas of divergence, particularly in Singapore’s stronger emphasis on technical testing
infrastructure and whole-of-government coordination. This comparative component
enabled the identification of unique features of Singapore’s governance architecture,
especially its integration of national-security considerations into predominantly civil and
commercial regulatory domains.
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Stage 5. Synthesis, validation, and assessment of limitations

The final stage consisted of synthesising findings across all previous stages and
validating analytical interpretations through cross-source triangulation. Data extracted
from academic literature, official policy documents, and international analytical reports
were jointly reviewed to ensure internal consistency and methodological robustness. This
synthesis stage enabled the construction of a cohesive analytical narrative linking
governance mechanisms with national security outcomes. It allowed the study to move
beyond descriptive analysis and toward an integrated assessment of how Singapore’s Al
risk governance contributes to technological resilience, institutional accountability, and
security assurance.

The study explicitly acknowledges several methodological limitations. First, the
analysis is based exclusively on open-source materials, without access to classified
defence documents. Second, rapid advancements in Al technologies generate temporal
constraints on the durability of the findings. Third, the absence of expert interviews limits
insight into internal policymaking processes and strategic deliberations. Despite these
limitations, the multi-stage design ensures a methodologically robust foundation for
assessing Singapore’s evolving Al governance ecosystem.

In accordance with the journal's ethical standards, artificial intelligence (Al) tools
were used strictly within acceptable limits. Artificial Intelligence Technology (ChatGPT,
version 5.1) it was used exclusively to improve the language, correct errors and increase
clarity, as well as to organize references and verify the consistency of citations. Artificial
intelligence tools were not used to interpret data, develop scientific arguments, draw
conclusions, or create new research content. The author bears full responsibility for the
accuracy, integrity and originality of the research manuscript.

Results

The empirical findings reveal that Singapore’s Al governance architecture between
2020 and 2025 is built upon four interdependent pillars: the National Al Strategy 2.0, the
Model Al Governance Framework, the Al Verify assurance ecosystem, and a set of
sectoral and security-oriented initiatives. Together, these instruments create a
multilayered, risk-based governance model that operationalizes both technological
innovation and national-security imperatives.

First, The National Al Strategy 2.0 (NAIS 2.0) articulates Singapore’s strategic
vision of Al as a “force for good,” grounding its approach in three overarching systems,
ten institutional enablers, and fifteen national-level actions. This structure reflects
Singapore’s intentional shift from a sector-specific Al policy to a comprehensive
governance model that addresses societal, economic, and security dimensions
simultaneously.

NAIS 2.0 highlights several national-security concerns:

(a) increasing exposure to algorithmic vulnerabilities,

(b) deepfake-driven disinformation,

(c) cross-border cyberattacks targeting critical infrastructure,

(d) geopolitical risks related to computing dependency and Al supply chains.
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As emphasized in official sources (Smart Nation Singapore, 2023), the strategy
embeds resilience as a foundational principle. This positions Al not only as a driver of
economic transformation but also as a domain requiring defense-oriented safeguards,
including secure infrastructure, trusted data flows, and unified public trust.

Second, the Model Al Governance Framework (2nd edition) serves as the ethical
and procedural backbone of Singapore’s Al governance ecosystem. It operationalizes
human-centric values-transparency, fairness, robustness, and accountability - into
institutional practices widely adopted across both public and private sectors (PDPC,
2020). Although voluntary, the Framework exerts strong normative influence due to its
practical applicability and alignment with international standards. Its expansion in 2023-
2024 to address generative Al technologies demonstrates regulatory adaptability in
response to emerging risks (Kumar & Narayanan, 2021). This positions Singapore at the
forefront of global conversations on Al governance, especially for small states requiring
flexible yet credible regulatory systems.

Third, a distinctive feature of Singapore’s governance model is its emphasis on
assurance and validation, realized through the AI Verify testing infrastructure. As
articulated in IMDA documentation (2023), Al Verify enables organizations to: assess
explainability and robustness, identify vulnerabilities in Al systems, implement
accountability safeguards, and benchmark practices against international standards. The
establishment of the Al Verify Foundation and its rapid growth, now comprising more
than 60 organizations, indicates strong domestic and international recognition of
Singapore’s role in shaping Al-assurance norms. For a small state reliant on global digital
flows, assurance-driven governance enhances both national trust and external
interoperability.

Fourth, MAS’s risk-management approach operationalizes responsible Al through
concrete tools designed to minimize algorithmic bias, systemic instability, and security
vulnerabilities. These instruments serve national-security functions by safeguarding
sensitive financial systems and preventing cascading failures (MAS, 2022). Singapore
integrates Al directly into its Digital Defense pillar under Total Defense and through the
Digital and Intelligence Service (DIS) established in 2022. These initiatives strengthen
cyber-intelligence capabilities and support early identification of adversarial Al threats
(MINDEF, 2022). Workforce development initiatives, such as Work-Learn programmes,
are further enhancing resilience by building Al literacy and defensive capabilities at the
societal level.

The integration of these instruments demonstrates a coherent risk-based
governance approach grounded in broader theoretical frameworks of technological
governance, resilience studies, and national-security strategy. Rather than adopting rigid
or punitive regulation, Singapore implements a layered model: high-level ethical
guidelines, technical assurance toolkits, sectoral risk-based adaptations, and national-
security integration. This aligns with international scholarship emphasizing adaptive,
context-sensitive Al governance models.

Figure 1 provides a consolidated representation of Singapore’s risk-based Al
governance architecture and illustrates how the different components identified in the
empirical analysis function as an integrated system that supports national security.
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Figure 1. Singapore’s risk-to-resilience governance pipeline

The figure visually organizes Singapore’s governance instruments into four
mutually reinforcing layers, demonstrating that the country does not rely on a single
regulatory framework, but instead operationalizes Al oversight through a coordinated,
multi-level governance pipeline.

The first layer, the Ethical and Normative Layer, reflects Singapore’s emphasis on
human-centric governance principles articulated in the Model AI Governance
Framework. As the article’s findings show, these principles form the foundation of all
subsequent governance measures by embedding fairness, transparency, and
accountability into Al use across sectors. This normative base ensures that risk mitigation
begins at the design stage and provides the ethical anchor that guides both public and
private actors.

The second layer, the Technical and Assurance Layer, corresponds to the empirical
results that highlight the central role of Al Verify and the Veritas Toolkit in Singapore’s
governance ecosystem. These tools translate high-level principles into concrete
procedures for testing, validation, and risk classification. Figure 1 makes clear that
assurance mechanisms function as the operational core of Singapore’s risk-based
approach: they identify vulnerabilities, measure model performance, and ensure
compliance with safety and robustness requirements in high-risk domains. This directly
connects to the article’s conclusion that Singapore prioritizes verifiable risk reduction
rather than prescriptive regulation.

The third layer, Institutional and Cross-Sector Coordination, captures the
interaction between IMDA, MAS, private firms, and industry consortia that the study
identifies as essential for governance adaptability. The empirical analysis demonstrates
that Singapore’s success relies on its whole-of-government model and constant
engagement with industry stakeholders. Figure 1 illustrates this coordination as a distinct
functional layer, highlighting its role in aligning technical safeguards with sector-specific
needs and enabling rapid policy updates as Al technologies evolve.

The fourth layer, the Strategic Security Layer, visualizes how Al governance is
embedded in national-security initiatives such as Digital Defence and DIS cyber-
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intelligence operations. This reflects one of the study’s central findings: Singapore treats
Al governance not merely as a regulatory or economic matter, but as a pillar of national
resilience. The figure shows how security institutions rely on the upstream layers - ethical
standards, technical assurance, and institutional coordination - to support threat detection,
infrastructure protection, and defense readiness. This layered integration explains why
Singapore’s model is particularly effective for a small, highly digitalized state facing
complex cyber and geopolitical risks.

By combining these four layers into a single governance pipeline, Figure 1
enhances the interpretive clarity of the article’s results. It shows that Singapore’s risk-
based governance is not an isolated collection of policies, but a structured system in
which ethical norms, assurance mechanisms, institutional collaboration, and security
strategy work together to produce national-security outcomes. The visual thus reinforces
the study's central argument: Singapore’s ability to align innovation, risk management,
and strategic resilience arises from the coordinated interaction among governance layers
rather than from traditional regulatory control.

The novelty of Singapore’s model lies in its alignment of Al governance with
national resilience, rather than with solely economic or innovation objectives. Unlike the
EU (rights-based regulation) or the US and China (market-driven or state-security-driven
models), Singapore blends flexible regulation with operational assurance, grounded in
the institutional logic of Total Defense. The linkage between public trust, digital
resilience, and national security is more explicit in Singapore’s model than in most other
small states. This makes the Singaporean case analytically significant: it demonstrates
how a small, highly digitalized state uses governance capacity, rather than coercive
regulation, to secure Al ecosystems and national security simultaneously.

Table 1 presents a consolidated set of indicators that illustrate how Singapore’s Al
governance ecosystem has expanded and matured between 2019 and 2024.

Table 1. Key quantitative indicators of Singapore’s Al governance ecosystem

Governance element Index Year
Al adoption SMEs From 4.2% to 14.5% 2023-2024
Al adoption non-SMEs From 44.0% to 62.5% 2023-2024
Workers using Al 73.8% 2024
Al Verity Foundation >60 general 2023
members

Veritas consortium From 17 to 25 organizations 2019-2020

Note: compiled by the authors based on the source (IMDA, 2022)

The most striking finding is the rapid acceleration of Al adoption across segments
of the economy, demonstrating that Singapore’s risk-based regulatory approach is not
merely theoretical but actively shaping behavior among both large enterprises and SME:s.
The growth from 4.2% to 14.5% Al adoption among SMEs, alongside a sharp rise from
44.0% to 62.5% among non-SMEs, reflects a national environment in which firms
perceive Al as both accessible and strategically necessary. This pattern aligns with
Singapore’s broader objective under NAIS 2.0 to normalize Al across all sectors, not only
among digitally intensive industries.
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Equally important is the finding that 73.8% of workers already use Al tools,
signaling that Al is no longer limited to specialized technical staff but has diffused into
daily professional routines. This mass-level integration strengthens the country’s Digital
Defense posture by building a workforce capable of recognizing, managing, and
responding to digital risks. It is definitely an essential component of Singapore’s
resilience-oriented national security strategy.

The expansion of the Al Verify Foundation, with more than 60 general members,
underscores Singapore’s ambition to shape global assurance standards. Its growing
network mirrors how small advanced states amplify influence through niche leadership
rather than military or economic scale. Similarly, the Veritas consortium’s growth
from 17 to 25 organizations demonstrates that risk-based governance is gaining traction
within finance, a sector central to national security due to data-sensitivity and systemic
exposure.

Taken together, the indicators describe a governance ecosystem that is not only
expanding in scale but deepening in sophistication. Singapore’s model demonstrates an
ability to combine voluntary frameworks, technical assurance, and sector-specific
initiatives into a coherent architecture that strengthens national security while sustaining
innovation - an approach increasingly relevant to other small, highly digitalized states. A
pressing question shaping contemporary national security debates is whether Al
governance should rely on strict regulatory frameworks, as seen in the EU, or on a risk-
based, assurance-driven approach, like Singapore’s, to safeguard security while enabling
innovation. For small, globally connected states such as Singapore, the challenge has
been to identify a governance model that ensures digital resilience, trust, and strategic
autonomy, without inhibiting economic competitiveness or technological progress
(IMDA, 2023).

Singapore’s risk-based model relies on a combination of soft law, public—private
collaboration, and verification mechanisms that promote security through shared
responsibility rather than government dominance. The development of AI Verify,
internationally recognized as the first testing framework combining technical and
governance assessments, demonstrates Singapore’s emphasis on assurance over coercion
(GovTech, 2024). This contrasts with the EU’s command-and-control logic under the EU
AT Act, which mandates risk classification and compliance obligations enforced through
legal penalties (EU Commission, 2023). Singapore’s approach tries to avoid the rigidity
and compliance burden associated with such regulatory systems.

A central element of Singapore’s strategy is its integration of Al governance into
its broader security doctrine, particularly Total Defense, which frames national security
as a whole-of-society effort. By embedding Al governance into cybersecurity, economic
security, and psychological resilience strategies, Singapore positions Al as both an
opportunity and a vulnerability requiring systematic management (MHA, 2022). This
holistic integration marks a distinctive divergence from many Western models, which
treat Al primarily as a regulatory or ethical issue rather than a fundamental aspect of
national security.

The concept of the “governance pipeline” in Singapore consists of several
interlinked components. First, a technical pipeline built through testing, verification, and
risk-classification mechanisms, such as Al Verify, Model Al Governance Frameworks,
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FEAT/FAIR guidelines for financial institutions, and technical sandboxes. These systems
enhance trust and allow critical sectors (finance, healthcare, transport) to adopt Al safely.
Second, an institutional pipeline that involves continuous cooperation among state
agencies, private-sector firms, multinational technology companies, and academic
institutions. This pipeline ensures that governance adapts quickly to technological change
and aligns with industry needs (IMDA-MAS Joint Report, 2024). Third, a strategic
security pipeline, which integrates Al governance with counter-disinformation strategies,
cyber defense operations, and critical infrastructure protection.

The core strategic question “Should we regulate Al more heavily?” may be
reframed as: “Does Singapore’s risk-based, soft-law pipeline provide greater national
security and resilience than adopting a rigid regulatory system like the EU?” Balancing
these competing models remains one of Singapore’s most significant governance
challenges (Tan, 2025).

Strengthening Singapore’s risk-based pipeline offers several advantages:

(1) It enhances international credibility by aligning with OECD transparency and
accountability principles.

(2) It maintains innovation agility in a fast-changing technological environment.

(3) It reinforces digital trust, a cornerstone of Singapore’s national security
strategy.

Adopting a strictly regulated system similar to the EU Al Act would strengthen
Singapore’s international alignment with major economic blocs and offer more
enforceability. However, it may significantly hinder innovation, reduce investment
attractiveness, and undermine Singapore’s competitiveness in global Al development.
The environment in which Singapore operates, marked by geopolitical rivalry, rapid
technological shifts, cybersecurity threats, and economic vulnerability to global supply
chains, requires a governance model that is flexible, resilient, and strategically integrated
with defence planning. Singapore’s risk-based approach, supported by its strong
cybersecurity institutions and its whole-of-government coordination, positions the
country as a leading example of how small states can maintain autonomy amid global
technological competition (Liew, 2025).

The “pipeline paradigm” in Singapore is therefore more than a regulatory model: it
represents a flow of standards, institutions, verification mechanisms, and security
practices connecting industry, state, and society. Singapore’s decision to deepen this risk-
based pipeline while also selectively aligning with international regulatory blocs provides
the most realistic strategy for maintaining both national security and technological
leadership. A hybrid approach allows Singapore to remain interoperable with the EU and
OECD ecosystems while preserving the flexibility, speed, and innovation advantages of
its soft-law governance. This hybrid strategy enhances autonomy, reduces vulnerability,
and positions Singapore as a regional leader in Al governance capable of shaping
emerging security norms across Asia.

Conclusion

This study examined Singapore’s risk-based approach to Al governance from 2020
to 2025 and evaluated its contribution to national security. The findings confirm the
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hypothesis that flexible, assurance-driven Al governance can strengthen national security
not by enforcing strict legal controls, but by building digital resilience, institutional trust,
and whole-of-society preparedness. Singapore’s model illustrates how small,
technologically ambitious states can safeguard critical systems while simultaneously
promoting innovation. The analysis identified several features that make Singapore’s
model distinct in the global governance landscape. Its reliance on collaborative,
consensus-based mechanisms, the use of soft-law instruments combined with technical
assurance tools, and the integration of Al oversight within broader doctrines such as Total
Defense position Al governance as an essential pillar of national resilience. Unlike more
prescriptive frameworks such as the EU Al Act, Singapore’s system prioritizes
adaptability, sectoral partnerships, and continuous testing rather than strict regulatory
enforcement.

However, the study also revealed structural limitations. The voluntary nature of
Singapore’s assurance ecosystem may create enforcement gaps, especially for actors
operating outside the cooperative environment. Additionally, the innovation security
trade-off remains difficult to manage, as overly flexible frameworks risk underestimating
high-risk AI misuse. Measuring the direct security impact of these policies is another
persistent challenge. Despite these constraints, Singapore’s approach offers meaningful
lessons for other states. For countries like Kazakhstan, balancing digital modernization,
security concerns, and the need for multi-vector cooperation, Singapore provides a viable
template. A risk-based, partnership-oriented model allows states to enhance
cybersecurity, strengthen public trust, and promote innovation without adopting overly
rigid regulatory systems or compromising strategic autonomy.

Overall, Singapore demonstrates that Al governance can function as a security
multiplier when embedded within a broader national-resilience strategy. By leveraging
transparency, assurance, and cross-sector collaboration, states can create a stable and
trustworthy digital environment capable of withstanding emerging Al-related threats.
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